
 

 

PLEASE SCROLL DOWN FOR ARTICLE

This article was downloaded by:
On: 24 January 2011
Access details: Access Details: Free Access
Publisher Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House, 37-
41 Mortimer Street, London W1T 3JH, UK

Journal of Liquid Chromatography & Related Technologies
Publication details, including instructions for authors and subscription information:
http://www.informaworld.com/smpp/title~content=t713597273

Application of Artificial Neural Networks in the Optimization of HPLC
Mobile-Phase Parameters
Jogarao V. S. Gobburua; Weilin L. Shelverb; William H. Shelvera

a Department of Pharmaceutical Sciences, North Dakota State University Fargo, North Dakota b

Minneapolis Medical Research Foundation, Minneapolis, Minnesota

To cite this Article Gobburu, Jogarao V. S. , Shelver, Weilin L. and Shelver, William H.(1995) 'Application of Artificial
Neural Networks in the Optimization of HPLC Mobile-Phase Parameters', Journal of Liquid Chromatography & Related
Technologies, 18: 10, 1957 — 1972
To link to this Article: DOI: 10.1080/10826079508013953
URL: http://dx.doi.org/10.1080/10826079508013953

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article may be used for research, teaching and private study purposes. Any substantial or
systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or
distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents
will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses
should be independently verified with primary sources. The publisher shall not be liable for any loss,
actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly
or indirectly in connection with or arising out of the use of this material.

http://www.informaworld.com/smpp/title~content=t713597273
http://dx.doi.org/10.1080/10826079508013953
http://www.informaworld.com/terms-and-conditions-of-access.pdf


JOURNAL OF LIQUID CHROMATOGRAPHY, 18(10), 1957-1972 (1995) 

APPLICATION OF ARTIFICIAL NEURAL 
NETWORKS IN THE OPTIMIZATION OF 
HPLC MOBILE-PHASE PARAMETERS 

JOGARAO V.S. GOBBURU~, WEILIN L. SHELVER~, 
AND WILLIAM H. SHELVER~ 

'Department of Pharmaceutical Sciences 
North Dakota State University 
Fargo, North Dakota 581 05 
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ABSTRACT 

The prediction capability of forward feed neural networks was tested c 
computer generated capacity factors. The capacity factors were simulate 
from equations reflecting the contribution of mobile phase changes in pt  
organic modifier concentration, and ion-pair concentration. Simulated dai 
allows an appropriate experimental design which assures the training of tt- 
network does not involve memorization but guarantees the network w 
generalize. The use of different mathematical forms to  calculate th 
behaviour of capacity factor with changes in pH, methanol concentratior 
and ion-pair concentration permitted us to explore the capability of neuri 
networks to fit a variety of curves. Each of the independent variables wer 
studied separately, and then in combination. The effect of variabl 
transformation played a very important role in effective training of th 
network. The neural network output equations were used to formulate 
nonlinear regression problem and the behaviour of this model was compare 
to the neural network system. When the neural network systems had on1 
sufficient processing units needed to  solve the problem, nonlinear regressio 
models and neural networks arrived at identical solutions. When the networ 
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1958 GOBBURU, SHEiLVER, AND SHELVER 

contained excessive neurons, nonlinear regression techniques were  unstable, 
having high intraparameter correlations and show ing  matr ix  singularity. 

INTRODUC TlON 

Mobile phase composit ion, in a reverse-phase ion-pair chromatographic 

system, plays a very vital role in the  resolut ion of the  various components in 

given sample. Consequently, optimization of the different parameters like - pH, 

organic modifier concentration, and ion-pair concentration is critical. Usually, the 

approach toward developing a reliable HPLC method for analysis is more or less 

intuitive, and is often time-consuming. Some of the crucial aspects in the selection 

of an appropriate mobile phase include complex nonlinear data manipulations, 

restrictions on the number of predictor parameters, and necessity for a large volume 

of data. The complexity of such an approach makes it ideal for the application of 

versatile data treatment techniques such as neural networks. 

The use of artificial neural networks (ANN) to  f i t  complex data is becoming 

popular in many scientific fields. ANN have been used to  predict aqueous solubility 

of organic compounds I ,  analyze quantitative structure-activity relationships 2, 

analyze NMR data 3,  predict protein secondary structure 4,  analyze complex 

pharmacodynamic data 5 ,  and t o  model nonlinear pharmacokinetic data 6 .  The 

principles of neural networks have been well described in textbooks ’ as well as 

reviewed in journals The process by which neural network is applied to a 

problem involves selection of input parameters, deciding the desired output, and 

selection of an appropriate network. The network should be as simple as will 

lo. 
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ARTIFICIAL NEURAL NETWORKS 1959 

adequately reproduce the training data. We have elected to test the applicability of 

neural networks using the standard backpropagation algorithm for optimizing the 

composition of the mobile phase. The effect of pH, organic modifier content and 

ion-pair concentration on capacity factor was simulated using appropriate 

mathematical relations. 

METHODS 

A neural network program based on the popular back-propagation algorithm 

was employed in our study. All the networks consisted of three layers - input, 

hidden and output layers. Input neurons do not process the data but, feed it t o  

the neurons in the higher layers. The hidden and the output neurons remap the 

data in a more classifiable form. This is done by transforming the sum of the 

products of the weights and the corresponding inputs using a flexible function. 

Our system used the sigmoid function as the squashing function. The 

connectivity o f  parallel processing system depended on the complexity o f  the 

relationship under investigation. The chosen network was trained w i th  the 

generated data which was scaled between 0.05 and 1 .OO. 

The effect of each of the mobile phase parameters was studied individually 

as well as in combination. In the individual cases, either pH, methanol 

concentration, or ion-pair concentration served as the input and the capacity 

factor as the target. In the combination case all three parameters were inputs 
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1960 GOBBURU, SHELVER, AND SHELVER 

wi th  capacity factor as the output. In almost all the cases variable 

transformation yielded in lower total sum of squares (tss). 

Oraanic Modifier Concentration 

Relevant data was generated from an exponential function which reasonably 

describes the behaviour of capacity factor with changes in the concentration of 

methanol. The mathematical relation is depicted in eq ( l ) ,  where k, = 10, 

( 1  1 
* [methanofl 

K ’  = k , e k Z  

k,=0.202, and methanol concentration ranged from 50 to 1 0 0  per cent 

Ion-Pair Concentration 

Data was generated from the hyperbolic equation which mimics the effect of 

the concentration of the ion-pair reagent on the capacity factor, shown in eq(21, 

where k, = 18.94, k, =29.86 and the amine concentration was between 

0.01 and 40. 
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aH 

1961 

The dependence of capacity factor on hydrogen ion concentration was 

described with eq(3), where Ka = 1.4E-8, k, =0.29, and k,=8.34. 

Combination 

The dependence of capacity factor on all of the previous mobile phase 

components was described by  the eq(4). Three amine concentrations (5, 30, 

551, twelve pH values from 2 to  8, and ten values of methanol concentrations 

k ,  -k2 InImerhanon 

1 +  ~ 

* 1 0 - p H  
-k4 L Inbnethanon 

+ k4e 
k 3  

were used t o  generate the training set. 

Nonlinear Rearession 

Nonlinear regression analysis was conducted using SAS' '. Upon training the 

data t o  a particular network, the system output equations were derived to  
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formulate a nonlinear least squares parameter estimation problem. For example, 

the output equation of system consisting of one input, no hidden, and one 

output is shown in eq(5). In eq(5), Wij stands for the weight of the connection 

between the neurons i and j, I is the input to  the neuron j, and bj stands for the 

bias associated w i th  neuron j .  

RESULTS AND DISCUSSION 

Variable transformation is one of the important aspects t o  be considered in 

the improvement of the training ability of a neural network. Figure l a  shows 

the changes in the tss along the course of training w i th  the hydrogen ion 

concentration as the input and capacity factor as the output variables. As 

shown (Fig l a ) ,  the tss could not reach a minimum value but instead an 

oscillation is observed. In order t o  avoid this problem, w e  transformed the 

hydrogen ion concentration t o  pH, and the behaviour of tss is depicted in Figure 

1 b, which shows a steady tss value of -0.04. 

The behaviour of the capacity factor t o  the changes in pH was well 

emulated by a one input (pH), one hidden, and one output (K ' )  network. Figure 

2 shows a good correlation between the neural trained output and the generated 
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b2 

l o  i 

-3.3941 -3.400 

P I  TRRGET 
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2 3 4 5 6 7 8 

Figure 2 .  Plot of neural netwoik trained out pul anti ralcrilnld rapacity lactols 

Table 1 
SAS Estimates and the Neural Network Derived Parameters Associated with 

Effect of pH of the Mobile Phase. 

1 PARAMETER I NEURALNETWORK I SAS I 
I w l  I I -6.6082 I -6.6352 

I w 2  I 9.1653 I 9.2044 I 
I b l  I 2.8344 I 2.81 70 I 
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ARTIFICIAL NEURAL NETWORKS 1965 

K' (r=0.9999). As seen in Figure 2, the magnitude of change due to  alterations 

in pH is maximum in the pH 4-6 range, the capacity factor plateaus in the either 

extremes. Upon successful training, the system output equations were derived 

and nonlinear regression was applied to estimate the parameters which include 

the various weights and biases. Table 1 shows the similarity between SAS 

estimates and the neural network parameters ('wi' denotes the ith weight and 

'bi' denotes ith bias). 

The exponential curve describing the effect of change in methanol 

concentration in the mobile phase was emulated with a network consisting of 

no hidden neurons. The logarithmic transformation of capacity factor resulted 

in lower tss. The neural network trained output and the calculated capacity 

factors with methanol concentrations ranging from 50 to 100% are depicted in 

Figure 3, (r =0.9935). The SAS estimates from the output equations and the 

neural network parameters are presented in Table 2. 

The curvature governing the effect of the ion-pair reagent in the mobile 

phase on the capacity factor was well reproduced with a neural network system 

consisting of one input (amine concentration), no hidden neuron and one output 

(K ' ) .  Figure 4 shows the correlation between the neural network output and the 

calculated K '  (r=0.9925). The weights and biases of the neural network and 

the SAS nonlinear estimates are presented in Table 3. 

The complex nature of the combined effects of all three mobile phase 

variables could be emulated by a three hidden neuron network. Figure 5 depicts 
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w l  -4.862 

b l  2.682 
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~ 

-4.862 

2.682 

9.2 r 
I 

8 0  

EY TARGET 

50  60 70 80 90 100 

MKL'IIANOL (%) 

Table 2 
SAS Estimates and Neural Network Derived Parameters Associated with the 

Effect of Methanol Concentration in the Mobile Phase. 

I PARAMETERS [ NEURALNETWORK I SAS I 
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Figure 4.  Plot of iieural network I rained oiil p i i t  and calculated capacil.y facto~s 

rcflccling t lie cliniigcs in 1.11(. ion-pair rcageul in the rnubile pliase. 
( F O  .9 9 2 5) 

the neural network output and the calculated K '  ( r=0.9999).  Table 4 presents 

a comparison between the SAS estimates and neural network parameters. 

An important aspect that needs t o  be focussed is the feasibility of 

developing an ANN system that has potential practical significance. The 

attributes of such a system would be t o  generalize the solution wi th sparse data 

and robustness toward any noise in the data set. We explored this issue by 

training the neural network with only few  data points and test the system for 

the other untrained points. The case of combined effects on the capacity factor 

was considered, which would be a rigorous test for the ability of  ANN to  

recognize the pattern governing the relation between the input and target 
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PAR A M  ETER 

w l  

GOBBURU, SHELVER, AND SHELVER 

NEURAL NETWORK SAS 

5.3330 5.3333 

Table 3 
SAS and Neural Network Derived Parameters Associated with the Effect of 

Ion-pair Reagent Concentration in the Mobile Phase. 

I b l  I -1.8441 I -1.8441 I 

0 10 20 30 40 50 60 70 8 0  90 

C U U I A T E D  CAPACITY FACTOR 

Figure 5 .  Plot. of neural iielworli t rained 0111 puI and calciilaled capacily factors 
reflecting the elfects of 1111, iiietliaiiol and ariiiiie coiiwii lralions 

in 1,1ir mobile 1)liasc (r=O .!I ‘3 ‘3 !J). 
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ARTIFICIAL NEURAL NETWORKS 1969 

PARAMETER 

w l  

Table 4 
SAS and Neural Network Derived Parameters Associated with the Combined 

Effects of pH, Methanol, and Ion-pair Reagent in the Mobile Phase 

NEURAL NETWORK SAS 

-0.6826 -0.6727 
~ ~ 

w2 -8.7640 

w 3  -0.0370 

-8.7600 

-0.03 5 7 

I b l  I 3.89433 I 3.8900 I 

b3 

b4 

I b2 I 3.3506 I 3.4054 I 
-2.8092 -2.8263 

-4.2470 -4.2408 

variables with minimum information. Neural networks were trained with as low 

as 8, 12, and 16 points in three different experiments and using the optimized 

system parameters we tested for 429 points. In order to examine the 

robustness of the ANN, we also trained the network with data adulterated with 

30% error. Neural networks were successful in predicting the capacity factors 
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NUMBER OF DATA POINTS 
TRAINED 

GOBBURU, SHELVER, AND SHELWR 

CORRELATION COEFFICIENT 
(r) 

80 ~ 

70 - 

60 ~ 

50 ~ 

40 - 

30 r 

0 10 20 30 40 50 60 70 60  90 

CALCULATED 

Figure 6.  Plol of l i e  neural network predicted and the actual calculated 
capacity faclois whcn tlie net work was trained 114itli only 16 points 

arid teslecl for 429 lmiiits (i.=O.!I!lG!)). 

I 8 I 0.9037 I 
I 8a I 0.9077 

16 I 0.9969 

I 0.9658 16" 
a 30% error was included in the training set 
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ARTIFICIAL NEURAL NETWORKS 1971 

accurately. Figure 6 depicts the actual and the predicted capacity factors 

reflecting the changes in all three mobile phase parameters, when the network 

was trained with 16 points. This proves the power of ANN, and their potential 

for practical applications. The summary of results from these tests is shown in 

Table 5. 

CONCLUSIONS 

Neural networks prove t o  be very powerful in elucidating the individual as 

well as combined effects of the various mobile phase variables considered on 

the capacity factor of a chromatographic method. It is also shown that neural 

networks yield similar results as nonlinear regression technique. A t  the same 

t ime neural networks offer greater flexibility and potential than nonlinear 

regression techniques in that ANN can generalize the pattern even with few  

data points. Data points fewer than the parameters t o  be estimated makes the 

application of the standard nonlinear least squares awkward. 

As investigated in this article, parallel distributed processing systems offer 

a great advantage over the traditional approaches in that model specification is 

not necessary in neural networks, which is otherwise quite cumbersome. Other 

important considerations include emulating patterns with sparse data, which 

economizes the number of experiments and robustness of the technique. 
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